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IMAGE PROCESSING METHOD AND
APPARATUS FOR GENERATING DISPARITY
VALUE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the priority benefit of Korean
Patent Application No. 10-2012-0005746, filed on Jan. 18,
2012, in the Korean Intellectual Property Office, the disclo-
sure of which is incorporated herein by reference.

BACKGROUND

1. Field

One or more example embodiments relate to a method and
apparatus for processing an image, and more particularly, to
an apparatus and method that may generate a final disparity
map based on an image and an initial disparity map.

2. Description of the Related Art

When scene reconstruction or depth estimation is per-
formed based on stereo images or multi-view images, a por-
tion of a predetermined object or the whole predetermined
object may be observed in a particular view, however, may not
be observed in other views. For example, when a camera
capturing an object is moved or when a viewpoint from which
an object is viewed is changed, an area that was not shown
prior to changing the viewpoint may now be seen from the
changed viewpoint. This occurrence may be referred to as
occlusion.

An occluded portion may not have correspondences in
multiple views. Accordingly, a three-dimensional (3D) posi-
tion of the occluded portion may not be estimated theoreti-
cally.

In order to resolve a problem resulting from the occlusion,
various methods of handling occlusions may be used.

SUMMARY

The foregoing and/or other aspects are achieved by provid-
ing an image processing apparatus, including a receiving unit
to receive an image including color information of pixels, and
an initial disparity map including disparity information of the
pixels, a constraint determining unit to determine a con-
straint, and a generating unit to generate a final disparity map
by assigning similar disparities to two pixels that are adjacent
to each other and have similar colors, among the pixels, under
the determined constraint. Here, a portion of the pixels may
correspond to pixels for which disparity values are undeter-
mined by the initial disparity map, and the final disparity map
may include disparity values of all of the pixels.

The constraint may correspond to a hard constraint in that
pixels having disparity values determined by the initial dis-
parity map, among the pixels, may have identical disparity
values in the final disparity map.

The generating unit may generate the final disparity map
by determining a disparity value of each of the pixels, to
reduce energy.

The energy may increase in accordance with an increase in
a difference between a disparity value of a first pixel and a
color-similarity-weighted disparity value of neighboring pix-
els of the first pixel.

The first pixel may correspond to a predetermined pixel
among the pixels.

The neighboring pixels of the first pixel may correspond to
pixels positioned within a range predetermined based on
coordinates of the first pixel, among the pixels.
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The constraint may correspond to a soft constraint in that
the energy may increase in accordance with an increase in a
difference between a disparity value of a second pixel in the
initial disparity map and a disparity value of the second pixel
in the final disparity map.

The generating unit may add a fourth pixel in a previous
frame to aneighboring pixel of a third pixel in a current frame.

Coordinates of the third pixel in the current frame may be
identical to coordinates of the fourth pixel in the previous
frame.

The current frame may include the image and the initial
disparity map.

The previous frame and the current frame may correspond
to temporally consecutive frames.

The generating unit may assign an initial disparity value to
at least one of the pixels for which disparity values are unde-
termined.

The generating unit may assign the initial disparity value to
at least one of the pixels for which disparity values are unde-
termined, in a form of a ramp.

The image processing apparatus may further include a
decompressing unit to decompress the image and the initial
disparity map when the image and the initial disparity are
compressed.

The pixels for which disparity values are undetermined
may be generated due to data of the initial disparity map that
is lost as a result of compressing the initial disparity map.

The image processing apparatus may further include an
up-scaling unit to up-scale the image and the initial disparity
map.

The foregoing and/or other aspects are also achieved by
providing an image processing method, including receiving
an image including color information of pixels, and an initial
disparity map including disparity information of the pixels,
determining a constraint, and generating a final disparity map
by assigning similar disparities to two pixels that are adjacent
to each other and have similar colors, among the pixels, under
the determined constraint. Here, a portion of the pixels may
correspond to pixels for which disparity values are undeter-
mined by the initial disparity map, and the final disparity map
may include disparity values of all of the pixels.

The foregoing and/or other aspects are also achieved by
providing an image processing apparatus. The apparatus
includes a receiving unit to receive an image comprising color
information of pixels and an initial disparity map comprising
disparity information of the pixels, wherein at least a portion
of the pixels in the initial disparity map are disparity-unde-
termined pixels having undetermined disparity values, a con-
straint determining unit to determine a constraint, and a gen-
erating unit to generate a final disparity map by assigning
similar disparities to two pixels that are adjacent to each other,
from among the pixels, under the determined constraint, the
final disparity map comprising a disparity value for each of
the pixels.

The generating unit of the image processing apparatus may
assign similar disparities to the two adjacent pixels when one
of'the pixels is a disparity-undetermined pixel and another of
the pixels has a determined disparity value and has a color
similar to a color of the disparity-undetermined pixel.

Additional aspects of embodiments will be set forth in part
in the description which follows and, in part, will be apparent
from the description, or may be learned by practice of the
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent or application file contains a least one drawing
executed in color. Copies of this patent or patent application
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publication with color drawing(s) will be provided by the
Office upon request and payment of the necessary fee. These
and/or other aspects will become apparent and more readily
appreciated from the following description of embodiments,
taken in conjunction with the accompanying drawings of
which:

FIG. 1 illustrates an image processing apparatus according
to example embodiments;

FIG. 2 illustrates an image processing method according to
example embodiments;

FIG. 3 illustrates a result of Quadratic Programming (QP)
disparity fitting according to example embodiments;

FIG. 4 illustrates an image processing method of assigning
temporal consistency according to example embodiments;

FIG. 5 illustrates a result of QP temporal disparity fitting
according to example embodiments;

FIG. 6 illustrates an image processing method of assigning
an initial disparity value according to example embodiments;

FIG. 7 illustrates a result of generating a final disparity map
by assigning an initial disparity value in a semi-automatic
manner according to example embodiments;

FIG. 8 illustrates a result of generating a final disparity map
by assigning an initial disparity value in a form of a ramp
according to example embodiments;

FIG. 9 illustrates a method of processing a compressed
image and a compressed initial disparity map according to
example embodiments;

FIG. 10 illustrates a method of processing an image by
up-scaling an initial disparity map according to example
embodiments; and

FIG. 11 illustrates zero padding according to example
embodiments.

DETAILED DESCRIPTION

This patent or application file contains at least one drawing
executed in color. Copies of the patent or patent application
publication with color drawings will be provided by the
Office upon request and payment of the necessary fee. Ref-
erence will now be made in detail to embodiments, examples
of which are illustrated in the accompanying drawings,
wherein like reference numerals refer to the like elements
throughout. Embodiments are described below to explain the
present disclosure by referring to the figures.

A disparity of a pixel and a depth of the pixel are inversely
proportional to each other. Accordingly, the disparity and the
depth are used interchangeably herein. The disparity may be
replaced with an inverse number of the depth, and a disparity
value may be replaced with an inverse number of a depth
value. For example, a disparity map may be replaced with a
depth map.

FIG. 1 illustrates an image processing apparatus 100
according to one or more example embodiments.

The image processing apparatus 100 may include, for
example, a receiving unit 110, a constraint determining unit
120, a generating unit 130, an output unit 140, a decompress-
ing unit 150, and an up-scaling unit 160.

Functions ofthe aforementioned elements 110 through 160
will be described in detail with reference to FIGS. 2 through
11.

FIG. 2 illustrates an image processing method according to
example embodiments.

In operation 210, the receiving unit 110 may receive an
image and an initial disparity map.

The receiving unit 110 may receive the image and the
initial disparity map from an external environment, via a
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network, and the like. The receiving unit 110 may read the
image and the initial disparity map from a storage unit of the
image processing unit 100.

The image may include color information of pixels. The
initial disparity map may include disparity information of the
pixels. That is, the image may include color values of the
pixels. The initial disparity map may include disparity values
of the pixels. Hereinafter, the pixels constituting the image
and the initial disparity map will be referred to as constituent
pixels.

A portion of the constituent pixels may correspond to pix-
els for which disparity values are undetermined. The pixels
for which disparity values are undetermined by the initial
disparity map may be referred to as disparity-undetermined
pixels. That is, the initial disparity map may not include
disparity values of the pixels for which disparity values are
undetermined.

The image may be classified into an area in which a con-
fidence is relatively high, hereinafter referred to as a high
confidence area, and an area in which the confidence is rela-
tively low, hereinafter referred to as a low confidence area.
Each of the high confidence area and the low confidence area
may include one or more pixels. The initial disparity map may
provide disparity values with respect to pixels positioned in
the high confidence area only, among the areas in the image.
That is, pixels positioned in the low confidence area may
correspond to disparity-undetermined pixels and may not be
included in the initial disparity map. Accordingly, since the
disparity values may not be provided by the initial disparity
mayp, the low confidence area may be referred to as an empty
area. Also, since the disparity values may be provided by the
initial disparity map, the high confidence area may be referred
to as an area in which a disparity value is filled.

In operation 220, the constraint determining unit 120 may
determine a constraint to be imposed when the generating
unit 130 generates a final disparity map. The constraint may
correspond to a hard constraint or a soft constraint. The hard
constraint and the soft constraint will be described later.

In operation 230, the generating unit 130 may generate a
final disparity map, under the constraint determined by the
constraint determining unit 120. The generating unit 130 may
generate the final disparity map by filling disparity values in
remaining empty areas, excluding a high confidence area,
when an initial disparity map in which disparity values are
filled only in the high confidence area is provided.

The generating unit 130 may employ a predetermined
occlusion handling scheme which may be referred to as dis-
parity fitting. The disparity fitting may refer to a principle of
assigning similar disparities to two pixels adjacent to each
other when the two pixels have similar color values. The
disparity fitting may be based on Quadratic Programming
(QP). Herein after, the disparity fitting based on the QP will be
referred to as QP disparity fitting.

That is, the generating unit 130 may generate the final
disparity map by assigning similar disparities to two pixels,
among the constituent pixels, that may be adjacent to each
other and may have similar colors.

The final disparity map may provide disparity values of the
pixels for which disparity values are undetermined. That is,
the generating unit 130 may assign disparity values to the one
or more pixels for which disparity values are undetermined.
The generating unit 130 may determine a disparity value of a
disparity-undetermined pixel, based on a disparity value of a
pixel that may be adjacent to the disparity-undetermined pixel
and that may have a determined disparity value and a color
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similar to a color of the disparity-undetermined pixel. The
final disparity map may include disparity values for all the
constituent pixels.

The generating unit 130 may assign disparity values to
empty areas or the pixels for which disparity values are unde-
termined based on color similarity, as expressed by Equation
1 and Equation 2. Equation 1 may correspond to a fitting
energy formula.

" 2 [Equation 1]
E(d) = Z{d‘ - Z oz;jdj}
- d;eN))
died
l.r -
=-d Qd
2 0
E - 0d [Equation 2]
dd

In Equation 1, energy E is represented as a sparse linear
system. Equation 1 and Equation 2 may represent disparity
energy modeling based color similarity.

ddenotes a vector including disparity values of pixels in the
initial disparity map. That is, d denotes an input disparity
vector. d denotes a vector including disparity values of pixels
in the final disparity map. That is, d denotes a final disparity
vector.

Here, d, denotes a disparity value of a predetermined pixel,
among the constituent pixels in the final disparity map. When
n pixels are included in the final disparity map, d={d,, d,,
d;y ..., d,}. N denotes a neighbor. For example, N may
indicate a 3x3 window. Accordingly, d; may correspond to a
disparity value of one neighboring pixel, among neighboring
pixels of the predetermined pixel denoted by d,. For example,
when N corresponds to a 3x3 window, d, may correspond to a
disparity value of one neighboring pixel, among pixels in
three columns and three rows, including d, in the center. That
is, the neighboring pixels of the predetermined pixel may
correspond to pixels positioned within a range predetermined
based on coordinates of the predetermined pixel, among con-
stituent pixels in the image, the initial disparity map, or the
final disparity map.

o, denotes a color similarity between an i” pixel and a j”
pixel. That is, the greater the similarity between a color of the
i pixel and a color of the j” pixel, the higher the value of o
It may be assumed that Equation 1 may be a-normalized.

Q may correspond to a Laplacian matrix. Q may corre-
spond to a sparse matrix.

E denotes energy. E may correspond to a sum of difference
values of the constituent pixels in the final disparity map. A
difference value of a first pixel may correspond to a square of
a difference between a disparity value of the first pixel, and a
color-similarity-weighted disparity value of neighboring pix-
els of the first pixel. Accordingly, the energy E may increase
when the difference between the disparity value of the first
pixel, and the color-similarity-weighted disparity value of the
neighboring pixels of the first pixel increases. Here, the first
pixel may correspond to one of the constituent pixels.

The generating unit 130 may generate the final disparity
map by determining the disparity values of the constituent
pixels, to reduce the energy E.

As expressed by Equation 2, the sum of the difference
values may be expressed in a quadratic form including Q at
the center. A combination of disparities to reduce the energy
E, that is, the final disparity map or the final disparity vector,
may be optimized at a point where a differentiation value of
Equation 2 becomes 0. The differentiation value of Equation
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2 may correspond to a differentiation value of energy with
respect to the final disparity vector. However, when a con-
straint associated with the initial disparity map is not provided
in generating the final disparity map, a predetermined result
may be produced.

The constraint may alternatively correspond to a hard con-
straint. A hard constraint may refer to a constraint in which
pixels having disparity values that may be determined by the
initial disparity map, among the constituent pixels, may have
identical disparity values in the final disparity map. That is,
the hard constraint may refer to a constraint in which an area
for which a disparity value is filled in the initial disparity map
may have an identical disparity value in the final disparity
map.

The hard constraint may be expressed by Equation 3.

Ad=d [Equation3]

where A denotes a matrix for extracting an element at a
predetermined position from a vector d. A may correspond to
a constraint matrix.

That is, the generating unit 130 may generate a final dis-
parity map that may satisfy the hard constraint expressed by
Equation 3, and may reduce the energy E. The generating unit
130 may generate the final disparity map that may satisfy the
hard constraint expressed by Equation 3, and may reduce the
energy E, based on Lagrange multipliers. The generating unit
130 may solve the Lagrange multipliers by obtaining values
from a sparse linear system of equations, in a form of “Ax=b".

The constraint may correspond to a soft constraint.

A soft constraint may refer to a constraint in which the
energy E may increase in accordance with an increase in a
difference between a disparity value of a predetermined pixel,
among the constituent pixels, in the initial disparity map and
a disparity value of the predetermined pixel in the final dis-
parity map.

When the initial disparity map is used as the soft constraint
and a disparity value of a pixel having the disparity value is
subject to change, an issue of reducing the energy E may be
modified as expressed by Equation 4.

J@=E(d)+Md-d)'D(dd),

where A denotes a parameter indicating a penalty caused by
a change in disparity. J denotes energy in a case in which the
soft constraint is applied. E denotes a minimum value of the
energy J when a disparity value of a pixel is not changed.

In order to minimize the energy J, the generating unit 130
may correct or adjust a disparity of a pixel having a disparity
value contradictory to colors and disparities of neighboring
pixels, in view of a disparity of each of the pixels provided in
the initial disparity map. In Equation 4, a term on a right side
of’A may indicate a penalty to be applied when a first disparity
value of a predetermined pixel according to the final disparity
value becomes distant from second disparity value of the
predetermined pixel according to the initial disparity map.

In operation 240, the output unit 140 may generate a mul-
tiview based on the image and the final disparity map, and
may output the generated multiview. The output unit 140 may
generate an output view at a predetermined viewpoint, by
warping the image and the final disparity map to the prede-
termined viewpoint.

FIG. 3 illustrates a result of QP disparity fitting according
to example embodiments.

In FIG. 3, an image 310, an initial disparity map 320, and
afinal disparity map 330 generated by QP disparity fitting are
illustrated.

In the initial disparity map 320, portions marked in black
may indicate areas in which disparity values may be absent,
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that is, pixels for which disparity values are undetermined. In
the final disparity map 330, the portions marked in black may
be removed. Also, since a hard constraint is applied, portions,
excluding the portions marked in black in the initial disparity
map 320, that is, portions having disparity values, may remain
the same in the final disparity map 330.

FIG. 4 illustrates an image processing method of assigning
temporal consistency according to example embodiments.

Temporal issues may be considered in generating a final
disparity map.

When scene reconstruction or depth/disparity estimation is
performed based on a stereo video or a multi-view video,
different fittings may be applied to pixels corresponding to
each other in temporally adjacent frames. for example, the
pixels corresponding to each other is pixels having identical
coordinates or positions. That is, pixels, included in consecu-
tive frames, representing an identical point of a predeter-
mined object may have different disparity values.

In order to resolve inconsistency in disparity values
between corresponding pixels in the consecutive frames, a
temporal consistency may be considered in addition to the
aforementioned disparity energy model. Hereinafter, a
method based on the temporal consistency will be described.

Operation 410 may supplement to operations 210 through
240 described with reference to FIG. 2.

In operation 410, the generating unit 130 of FIG. 1 may add
a pixel, of a previous frame, corresponding to an i pixel, as
a neighboring pixel to be used for calculating the energy E.
For example, in Equation 1, d; may correspond to the pixel, to
the previous frame, corresponding to the i? pixel, apart from
N(d,). N(d,) may include the pixel, of the previous frame,
corresponding to the i” pixel, apart from pixels positioned
within a range predetermined based on d,. A current frame
may include an image and an initial disparity map that may be
processed by the generating unit 130. The previous frame and
the current frame may correspond to temporally consecutive
frames.

The generating unit 130 may add a fourth pixel from the
previous frame to a neighboring pixel of a third pixel in the
current frame. The third pixel and the fourth pixel may cor-
respond to each other. That is, the third pixel and the fourth
pixel may indicate an identical point of a predetermined
object. For example, coordinates of the third pixel in the
current frame may be identical to coordinates of the fourth
pixel in the previous frame.

Adding the fourth pixel in the previous frame to be the
neighboring pixel of the third pixel may indicate that 1) a
disparity value of the fourth pixel and 2) a color similarity
between the third pixel and the fourth pixel may be used to
determine a disparity value of the third pixel in the current
frame. Accordingly, the generating unit 130 may determine a
value d that may minimize the energy E, by setting the dis-
parity value of the third pixel to be close to the disparity value
of the fourth pixel. Thus, the generating unit 130 may deter-
mine disparity values of the corresponding pixels in the con-
secutive frames consistently.

The aforementioned QP disparity fitting performed in view
of the temporal consistency between the frames may be
referred to as QP temporal disparity fitting.

FIG. 5 illustrates a result of QP temporal disparity fitting
according to example embodiments.

InFIG. 5, an original image 510 of a first frame, a first final
disparity map 520 to which QP disparity fitting is applied, and
a second final disparity map 530 to which QP temporal dis-
parity fitting is applied are shown. Also, an original image 540
of'a second frame, a first final disparity map 550 to which QP
disparity fitting is applied, and a second final disparity map
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560 to which QP temporal disparity fitting is applied are
shown. The first frame may correspond to a previous frame of
the second frame.

As shown in FIG. 2, abnormal portions 552 and 562 are
generated in the first and second final disparity maps 550 and
560 ofthe second frame. The abnormal portion 552 in the first
final disparity map 550, which may not consider a temporal
consistency, may be greater than the abnormal portion 562 in
the second final disparity map 560. That is, an abnormal
portion may be reduced using a QP temporal disparity fitting
as described.

FIG. 6 illustrates an image processing method of assigning
an initial disparity value according to example embodiments.

The aforementioned QP disparity fitting may be applied to
a two-dimensional (2D)-to-three-dimensional (3D) conver-
sion scenario for generating 3D content using a single piece of
image.

Disparity values for constituent pixels may not be included
in the initial disparity map when an initial disparity map is not
provided or when the initial disparity map is empty. When
disparity values for constituent pixels are not included in the
initial disparity map, or when the initial disparity map is
insufficient, that is, when a final disparity map is difficult to be
generated using disparity information included in the initial
mayp, initial disparity values may be assigned to all or a por-
tion of pixels for which disparity values are undetermined in
the initial disparity map.

Operation 610 may supplement operations 210 through
240 described with reference to FIG. 2.

In operation 610, the generating unit 130 may assign an
initial disparity value to at least one of the pixels for which
disparity values are undetermined.

In order to assign the initial disparity value, a semi-auto-
matic scheme and an automatic scheme may be employed.

The semi-automatic scheme may refer to a scheme in
which a portion of a process of assigning the initial disparity
may be performed by a user. In the semi-automatic scheme,
the user may determine important positions of an image by
manipulating a graphical user interface (GUI), and the like,
and may input the initial disparity value for the determined
important positions. The user may input the initial disparity
value, using various GUI input devices, for example, a brush
stroke, a point, a circle, a rectangle, and the like.

The generating unit 130 may assign an initial disparity
value to each of constituent pixels corresponding to the
important positions of the image, for example, as determined
by the user. The generating unit 130 may propagate initial
disparity values assigned to the constituent pixels to the entire
image or an entire disparity map, through QP disparity fitting,
based on the assigned initial disparity values. In an ideal case,
at least one pixel per segment of an object represented by the
image may have a disparity value.

The automatic scheme may refer to a scheme in which the
process of assigning the initial disparity value may be per-
formed in the image processing apparatus 100 of FIG. 1,
without interference from a user.

Assumptions made for employing the automatic scheme
may include a ramp assumption. The ramp assumption is that
alower end of the object in the image may be relatively close
to an observer, and an upper end of the object may be relative
far from the observer. According to the ramp assumption, the
generating unit 130 may assign an initial disparity value to at
least one of target pixels, or at least one of the pixels for which
disparity values are undetermined, in a form of a ramp.

The initial disparity value assigned by the semi-automatic
scheme or the automatic scheme may be inaccurate. Accord-
ingly, when the initial disparity value is assigned to the at least
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one of the pixels for which disparity values are undetermined
in operation 610, the constraint determining unit 120 of FIG.
120 may determine a soft constraint to be applied in genera-
tion of a final disparity map, in operation 220.

The generating unit 130 may obtain an average value of
initial disparity values for each segment of the object, by
assigning, in a form of aramp, the initial disparity values to all
of' the pixels for which disparity values are undetermined, in
operation 610, and by performing QP disparity fitting under
the soft constraint in operation 230. For example, when the
generating unit 130 assigns initial disparity values to pixels in
a predetermined segment of the image, respectively, and per-
forms QP disparity fitting, disparities of the pixels in the
predetermined segment may correspond to an average value
of the initial disparity values assigned to the pixels.

The generating unit 130 may assign an initial disparity
valueto at least one of the pixels for which disparity values are
undetermined, based on a scheme of generating various dis-
parity or depth maps, for example, a visual attention map or a
saliency map, an object/text recognition based map, a topog-
raphy learning based map, and the like, apart from the ramp-
shaped map.

FIG. 7 illustrates a result of generating a final disparity map
by assigning an initial disparity value in a semi-automatic
manner according to example embodiments.

In FIG. 7, an image 710, an annotated initial disparity map
720, and a final disparity map 730 are illustrated.

The annotated initial disparity map 720 may correspond to
an initial disparity map in which an initial disparity value may
be assigned, by a user, to at least one of pixels for which
disparity values are undetermined.

The final disparity map 730 may be generated based on the
image 710 and the annotated initial disparity map 720. Gen-
erally, an initial disparity value assigned, by the user, to a
predetermined pixel may be propagated in a segment includ-
ing the pixel.

FIG. 8 illustrates a result of generating a final disparity map
by assigning an initial disparity value in a form of a ramp
according to example embodiments.

Three examples are shown in FIG. 8. An image, a ramp-
shaped initial disparity map, and a final disparity map are
illustrated for each example.

For each example, the generating unit 130 may generate a
ramp-shaped initial disparity map by assigning, in a form ofa
ramp, initial disparity values to pixels of an initial disparity
mayp, for which disparity values are undetermined. The gen-
erating unit 130 may generate a final disparity map under a
soft constraint. Accordingly, pixels in the final disparity map
may have adjusted disparity values, as opposed to the initial
disparity values. In the final disparity map, all pixels in a
segment may have a uniform disparity value. The uniform
disparity value may correspond to an average of the initial
disparity values assigned to the pixels in the segment.

FIG. 9 illustrates a method of processing a compressed
image and a compressed initial disparity map according to
example embodiments.

An image and an initial disparity map may be compressed,
for example, compressed to be transmitted efficiently using
minimum bandwidth. For example, the image processing
apparatus 100 of FIG. 1 may receive a video including con-
secutive frames, and may process images and initial disparity
maps included in respective frames, sequentially. In this
instance, the images and the initial disparity maps in the
frames may be transmitted to the image processing apparatus
100 in a compressed state through an image compressing
scheme or a video compressing scheme.
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Operation 910 may supplement operations 210 through
240 described with reference to FIG. 2.

In operation 210, a generated image and initial disparity
map may correspond to a compressed image and initial dis-
parity map.

In operation 910, the decompressing unit 150 of FIG. 1
may decompress the image and the initial disparity map.
When the initial disparity map is compressed, a disparity
value of a predetermined pixel, among target pixels, may be
lost as a result of the compression. The pixel of which a
disparity value is lost may become a pixel for which a dispar-
ity value is undetermined after decompression. That is, the
pixel for which a disparity value is undetermined may be
generated due to data of the initial disparity map lost as a
result of compressing the initial disparity map.

FIG. 10 illustrates a method of processing an image by
up-scaling an initial disparity map according to example
embodiments.

When an image and a disparity map are up-scaled, a mis-
alignment between the image and the disparity map may
occur at a high probability in a high-frequency component
area of the image. Here, the high-frequency component area
may refer to an area where pixels having a difference in colors
may be adjacent to each other, for example, an area corre-
sponding to a border between objects. Accordingly, there is a
desire for a method of maintaining an alignment or a consis-
tency between a color of a pixel and a disparity of the pixel, in
up-scaling the image and the disparity map.

Operation 1010 may supplement operations 210 through
240 described with reference to FIG. 2.

In operation 1010, the generating unit 130 may up-scale an
image and an initial disparity map.

The up-scaling unit 160 may up-scale the image including
color information, using a super-resolution technology, and
the like.

The generating unit 160 may up-scale the initial disparity
map, using pixel repetition, zero padding, or the like.

The pixel repetition may correspond to a method of up-
scaling the initial disparity map by repeating a pixel in a
horizontal direction or a vertical direction. For example,
when the initial disparity map is up-scaled by a factor of two
in a horizontal direction, and by a factor of two in a vertical
direction, a single pixel may be expanded to four pixels. By
way of the pixel repetition, the four pixels generated by the
expansion may have identical disparity values.

Zero padding may correspond to a method of not assigning
disparity values to pixels added by the up-scaling. That is,
zero padding may correspond to a method of setting the pixels
added by the up-scaling to be pixels for which disparity
values are undetermined.

When the initial disparity map is up-scaled by the pixel
repetition, the constraint determining unit 120 may determine
to use a soft constraint in operation 220. In operation 230, the
generating unit 130 may generate a final disparity map under
the soft constraint. Accordingly, the pixels having identical
disparity values by the pixel repetition may have disparity
values adjusted to be different, in the final disparity map.

When the initial disparity map is up-scaled by the zero
padding, the generating unit 130 may assign disparity values
to pixels for which disparity values are undetermined, that is,
the pixels added by the up-scaling, in operation 230.

FIG. 11 illustrates zero padding according to example
embodiments.

An initial disparity map 1100 may include four pixels, and
the pixels may have disparity values of “1,” “10,”, “5,” and
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“2,” respectively. The initial disparity map 1100 may be
expanded by a factor of two horizontally, and by a factor of
two vertically.

An initial disparity map 1150 expanded by the up-scaling
may have sixteen pixels. Here, the four pixels may correspond
to the pixels in the initial disparity map 1100 prior to the
up-scaling, and the other twelve pixels may correspond to
pixels added by the up-scaling.

The pixels in the initial disparity map 1100 existing priorto
the up-scaling may have disparity values identical to the
disparity values that the pixels may have in the initial dispar-
ity map 1100.

The pixels added by the up-scaling may not have disparity
values. That is, the pixels added by the up-scaling may
become pixels for which disparity values are undetermined.

The method or methods according to the above-described
embodiments may be recorded in non-transitory computer-
readable media including program instructions to implement
various operations embodied by a computer. The media may
also include, alone or in combination with the program
instructions, data files, data structures, and the like. Examples
of non-transitory computer-readable media include magnetic
media such as hard disks, floppy disks, and magnetic tape;
optical media such as CD ROM discs and DVDs; magneto-
optical media such as optical discs; and hardware devices that
are specially configured to store and perform program
instructions, such as read-only memory (ROM), random
access memory (RAM), flash memory, and the like.

Examples of program instructions include both machine
code, such as produced by a compiler, and files containing
higher level code that may be executed by the computer using
an interpreter. The described hardware devices may be con-
figured to act as one or more software modules in order to
perform the operations of the above-described embodiments,
or vice versa. Any one or more of the software modules
described herein may be executed by a dedicated processor
unique to that unit or by a processor common to one or more
of'the modules. The described methods may be executed on a
general purpose computer or processor or may be executed on
a particular machine such as the image processing apparatus
described herein.

Although embodiments have been shown and described, it
would be appreciated by those skilled in the art that changes
may be made in these embodiments without departing from
the principles and spirit of the disclosure, the scope of which
is defined by the claims and their equivalents.

What is claimed is:
1. An image processing apparatus, comprising:
areceiver configured to receive an image comprising color
information of pixels and an initial disparity map com-
prising disparity information of the pixels, wherein dis-
parity information for at least some of the pixels in the
initial disparity map is undetermined;
a constraint determining processor configured to determine
a constraint; and

a generator configured to generate a final disparity map by
assigning similar disparities to two pixels that are adja-
cent to each other and that have similar colors, among
the pixels, under the determined constraint, the final
disparity map comprising a disparity value for each of
the pixels.

2. The apparatus of claim 1, wherein the constraint corre-
sponds to a hard constraint in which pixels having disparity
values determined by the initial disparity map, among the
pixels, have identical disparity values in the final disparity
map.
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3. The apparatus of claim 1, wherein

the generator generates the final disparity map by deter-
mining a disparity value of each of the pixels, to mini-
mize energy,

the energy increases in accordance with an increase in a
difference between a disparity value of a first pixel and a
color-similarity-weighted disparity value of neighbor-
ing pixels of the first pixel,

the first pixel corresponds to a predetermined pixel among
the pixels, and

the neighboring pixels of the first pixel correspond to pixels
positioned within a range predetermined based on coor-
dinates of the first pixel, among the pixels.

4. The apparatus of claim 3, wherein the constraint corre-
sponds to a soft constraint in which the energy increases in
accordance with an increase in a difference between a dispar-
ity value of a second pixel in the initial disparity map and a
disparity value of the second pixel in the final disparity map.

5. The apparatus of claim 3, wherein

the generator adds a fourth pixel from a previous frame to
a neighboring pixel of a third pixel in a current frame,

coordinates of the third pixel in the current frame are iden-
tical to coordinates of the fourth pixel in the previous
frame,

the current frame comprises the image and the initial dis-
parity map, and

the previous frame and the current frame correspond to
temporally consecutive frames.

6. The apparatus of claim 1, wherein the generator assigns
an initial disparity value to at least one of the pixels for which
disparity values are undetermined.

7. The apparatus of claim 6, wherein the generator assigns
the initial disparity value to at least one of the pixels for which
disparity values are undetermined, in a form of a ramp.

8. The apparatus of claim 1, further comprising:

a decompressing unit to decompress the image and the
initial disparity map when the image and the initial dis-
parity are compressed,

wherein the pixels for which disparity values are undeter-
mined are generated due to data of the initial disparity
map that is lost as a result of compressing the initial
disparity map.

9. The apparatus of claim 1, further comprising:

an up-scaling unit to up-scale the image and the initial
disparity map.

10. An image processing method, comprising:

receiving an image comprising color information of pixels
and an initial disparity map comprising disparity infor-
mation of the pixels, wherein disparity information for at
least some of the pixels in the initial disparity map is
undetermined;

determining a constraint; and

generating a final disparity map by assigning similar dis-
parities to two pixels that are adjacent to each other and
that have similar colors, among the pixels, under the
determined constraint, the final disparity map compris-
ing a disparity value for each of the pixels.

11. The method of claim 10, wherein the constraint corre-
sponds to a hard constraint in which pixels having disparity
values determined by the initial disparity map, among the
pixels, have identical disparity values in the final disparity
map.

12. The method of claim 10, wherein

the final disparity map is generated by determining a dis-
parity value of each of the pixels, to minimize energy,
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the energy increases in accordance with an increase in a
difference between a disparity value of a first pixel and a
color-similarity-weighted disparity value of neighbor-
ing pixels of the first pixel,

the first pixel corresponds to a predetermined pixel among
the pixels, and

the neighboring pixels of the first pixel correspond to pixels
positioned within a range predetermined based on coor-
dinates of the first pixel, among the pixels.

13. The method of claim 12, wherein the constraint corre-
sponds to a soft constraint in which the energy increases in
accordance with an increase in a difference between a dispar-
ity value of a second pixel in the initial disparity map and a
disparity value of the second pixel in the final disparity map.

14. The method of claim 12, further comprising:

adding a fourth pixel from a previous frame to a neighbor-
ing pixel of a third pixel in a current frame,

wherein

coordinates of the third pixel in the current frame are iden-
tical to coordinates of the fourth pixel in the previous
frame,

the current frame comprises the image and the initial dis-
parity map, and

the previous frame and the current frame correspond to
temporally consecutive frames.

15. The method of claim 10, further comprising:

assigning an initial disparity value to at least one of the
pixels for which disparity values are undetermined.

16. The method of claim 15, wherein the initial disparity
value is assigned to at least one of the pixels for which
disparity values are undetermined, in a form of a ramp.

17. The method of claim 10, further comprising:

decompressing the image and the initial disparity map
when the image and the initial disparity are compressed,
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wherein the pixels for which disparity values are undeter-
mined are generated due to data of the initial disparity
map that is lost as a result of compressing the initial
disparity map.

18. The method of claim 10, further comprising:

up-scaling the image and the initial disparity map.

19. A non-transitory computer-readable medium compris-
ing a program for instructing a computer to perform the
method of claim 10.

20. An image processing apparatus, comprising:

a receiver configured to receive an image comprising color
information of pixels and an initial disparity map com-
prising disparity information of the pixels, wherein at
least a portion of the pixels in the initial disparity map
are disparity-undetermined pixels having undetermined
disparity values;

a constraint determining processor configured to determine
a constraint; and

a generator configured to generate a final disparity map by
assigning similar disparities to two pixels that are adja-
cent to each other, from among the pixels, under the
determined constraint, the final disparity map compris-
ing a disparity value for each of the pixels.

21. The apparatus of claim 20, wherein the generator
assigns similar disparities to the two adjacent pixels when one
of'the pixels is a disparity-undetermined pixel and another of
the pixels has a determined disparity value and has a color
similar to a color of the disparity-undetermined pixel.

22. The apparatus of claim 1, wherein the generator is
further configured to determine the disparity value of a dis-
parity undetermined pixel based on the disparity value of a
pixel adjacent to the disparity undetermined pixel, wherein
the pixel adjacent to the disparity undetermined pixel com-
prises a disparity value and a color similar to the disparity
undetermined pixel.



